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ABSTRACT 

 In this paper, we studied three new 

operations on bipolar fuzzy graph; namely direct 

product, semi strong product and strong product. 

Also, we give sufficient condition for each one of 

them to be complete. Regularity on some bipolar 

fuzzy graphs whose understanding crisp graphs are 

path on 2m vertices, a cycle Cn are studied with 

some membership functions. 
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PRELIMINARIES OF REGULAR BIPOLAR 

FUZZY GRAPHS 

In this section, we first review some definitions of 

undirected graphs that are necessary for this paper 

 

Definition 1.1  
 By graph, we mean a pair G* = (V, E), 

where V is the set and E is a relation on V. The 

elements of V are vertices of G* and the elements 

of E are edges of G*. We write x y ∈ E to mean {x 

y} ∈ E; and if e = x y ∈ E; we say x and y are 

adjacent. Formally, given a graph G* = (V, E), two 

vertices x, y ∈ V are said to be neighbors, or 

adjacent nodes, if x y ∈ E: The neighborhood of a 

vertex v in a graph G* is the induced sub graph of 

G* consisting of all vertices adjacent to v and all 

edges connecting two such vertices. The 

neighborhood is often denoted N(v).  

Definition 1.2 
 The degree deg (v) of vertex v is the 

number of edges incident on v or equivalently, deg 

(v) = |N(v)|. The set of neighbors, called a (open) 

neighborhood N(v) for a vertex v in a graph G*, 

consists of all vertices adjacent to v but not 

including v, that is N(v) = {u ∈ V | vu ∈ E}: When 

v is also included, it is called a closed 

neighborhood N[v], that is, N[v] = N(v) ∪ {v}. A 

regular graph is a graph where each vertex has the 

same number of neighbors, i.e., all the vertices 

have the same open neighborhood degree.  

 

Definition 1.3  
 A complete graph is a simple graph in 

which every pair of distinct vertices is connected 

by an edge. An isomorphism of graphs G1
∗ and G2

∗  is 

a bijection between the vertex sets of G1
∗ and G2

∗  

such that any two vertices v1 and v2 of G1
∗ are 

adjacent in G1
∗ if and only if  

f (v1) and f(v2) are adjacent in G2
∗ . Isomorphic 

graphs are denoted by G1
∗  ≃ G2

∗ . 
 

Definition 1.4  
 A fuzzy set A on a set X is characterized 

by a mapping m : X →[0,1], called the membership 

function. A fuzzy set is denoted as A = (X, m) . A 

fuzzy graph ξ = (V, σ, μ) is 

a non-empty set V together with a pair of functions 

σ :V →[0,1] and μ :V ×V →[0,1] such that for all 

u, v ∈ V, μ (u, v) ≤ σ (u) ∧ σ (v) (here x ∧ y 

denotes the minimum of x and y ). Partial fuzzy sub 

graph ξ ′ = (V, τ , ν ) of  ξ is such that τ (v) ≤ σ (v) 

for all v ∈ V and μ (u ,v) ≤ ν (u ,v) for all u, v ∈ V. 

Fuzzy sub graph ξ ′′ = ( P, σ ′, μ′ ) of  ξ is such that 

P ⊆ V , σ(u) = σ (u) for all  

u ∈ P, μ ′(u, v) = μ (u, v) for all u, v ∈ P .  

 

Definition 1.5  

 A fuzzy graph is complete if μ (u, v) =σ 

(u) ∧ σ (v) for all u, v ∈ V. The degree of vertex u 

is d (u) =  μ u, v (u,v)ϵξ . The minimum degree of ξ 

is δ (ξ) = ∧ {d (u) | u∈V}. The maximum degree of 
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ξ is ∆ (ξ) = ∨ {d (u) | u∈V}. The total degree of a 

vertex u ∈ V is td (u) =  

d(u) + σ(u) .  

 

Definition 1.6  
 A fuzzy graph ξ = (V, σ, μ) is said to be 

regular if d(v) = k, a positive real number, for all 

v∈V . If each vertex of ξ has same total degree k, 

then ξ is said to be a totally regular fuzzy graph. 

 

Regular Bipolar Fuzzy  Line Graphs 

Definition 2.1 

  A bipolar fuzzy graph, we mean a pair G 

= (A,B) where A = (μ
A
P , μ

A
N) is a bipolar fuzzy set in 

V and B = (μ
B
P , μ

B
N) is bipolar relation on V such 

that  μ
B
P ({x,y}) ≤ min (μ

A
P (x), μ

A
P (y)) and μ

B
N({x, 

y}) ≥ max (μ
A
N  (x), μ

A
N  (y)) for all {x, y} ∈ E. We 

call A the bipolar fuzzy vertex set of  V, B the 

bipolar fuzzy edge set of  E, respectively.  

Note that B is a symmetric bipolar fuzzy relation 

on A. We use the notation x y for an element of E. 

Thus, G = (A,B) is a bipolar graph of G* = (V,E) if 

μ
B
P (x,y) ≤ min(μ

A
P (x), μ

A
P (y)) and μ

B
N(x,y) ≥ max 

(μ
A
N(x), μ

A
N(y)) for all x y ∈ E.       

 

Example 2.2 

Consider the bipolar fuzzy graph, 

 
 

Definition 2.3 

  Let G = (A,B) be a bipolar fuzzy graph on 

G*. If all the vertices have the same open 

neighborhood degree n, then G is called an n-

regular bipolar fuzzy graph. The open 

neighborhood degree of a vertex x in G is studied 

by deg(x) = (degP (x),degN (x)), where degP (x) 

=  μA
P  (x)

x∈V
 and degN (x) =  μA

N (x)
x∈V

. 

 

Definition 2.4  

 Let G = (A,B) be a regular bipolar fuzzy 

graph. The order of a regular bipolar fuzzy graph G 

is O(G) = ( μA
P (x)

x∈V
,  μA

N (x)
x∈V

). The size of 

a regular bipolar fuzzy graph G is S(G) = 

( μA
P  (xy)

xy ∈V
,   μA

N (xy)
xy ∈E

).  

 

 

Definition 2.5  

 Let G = (A, B) be a bipolar fuzzy graph. If 

each vertex of G has same closed neighborhood 

degree m, then G is called a totally regular bipolar 

fuzzy graph. The closed neighborhood degree of a 

vertex x is studied by deg[x] = (degP x  , 

degN [x]), where  

degP  [x] =  degP  (x) + μA
P  (x), 

degN   x =  degN   x + μA
N x , 

We show with the following examples that there is 

no relationship between n-regular bipolar fuzzy 

graph and m-totally regular bipolar fuzzy graph. 

 

Example 2.6  

 Consider a graph G* such that V = { a, b, 

c, d }, E = { ab, bc, cd, ad }. Let A be a bipolar 

fuzzy subset of V and let B be a bipolar fuzzy 

subset of E studied by 
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Routine computations show that a bipolar fuzzy 

graph G is both regular and totally regular.             

 

Definition 2.7  

 A bipolar fuzzy graph G = (A, B) is called 

complete if  

              μ
B
P  (x y) = min (μ

A
P  (x), μ

A
P  (y) and μ

B
N  (xy) 

                            = max (μ
A
N(x), μ

A
N(y)) for all x, y 

∈ V. 

 

Example 2.8  

 Consider a graph 𝐺* such that V = {x, y, 

z}, E = {xy, yz, zx}. Let A be a bipolar fuzzy 

subset of V and let B be a bipolar fuzzy subset of E 

studied by  

𝜇𝐴
𝑃 (x) = 0.5,   𝜇𝐴

𝑃 (y) = 0.7,  𝜇𝐴
𝑃 (z) = 0.6, 

𝜇𝐴
𝑁  (x) = -0.3,  𝜇𝐴

𝑁  (y) = -0.4,  𝜇𝐴
𝑁  (z) = -0.5, 

𝜇𝐴
𝑃 (xy) = 0.5, 𝜇𝐴

𝑃 (yz) = 0.6, 𝜇𝐴
𝑃 (zx) = 0.5,  

𝜇𝐴
𝑁  (xy) = -0.3, 𝜇𝐴

𝑁  (yz) = -0.4, 𝜇𝐴
𝑁  (zx) = -0.3,                     

 
 

Routine computations show that G is a both 

complete and totally regular bipolar fuzzy graph, 

but G is not regular since deg (x) ≠ deg (z) ≠ deg 

(y). 
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Theorem 2.9  
 Let G = (A, B) be a bipolar fuzzy graph of 

a graph G*. Then A = (𝜇𝐴
𝑃  , 𝜇𝐴

𝑁) is a constant 

function if and only if the following are equivalent:  

(a) G is a regular bipolar fuzzy graph, 

(b) G is a totally regular bipolar fuzzy graph. 

 

Proof:  

 Suppose that A = (𝜇𝐴
𝑃  , 𝜇𝐴

𝑁) is constant 

function. Let 𝜇𝐴
𝑃 (x) = 𝑐1 and  𝜇𝐴

𝑁 𝑥 = 𝑐2 for all x 

∈ V. (a)⇒(b): assume that G is n-regular bipolar 

fuzzy graph, then 𝑑𝑒𝑔𝑃(x) = 𝑛1 and 𝑑𝑒𝑔𝑁(x) = 𝑛2 

for all x ∈ V:  

So 𝑑𝑒𝑔𝑃[𝑥] =  𝑑𝑒𝑔𝑃(𝑥) + 𝜇𝐴
𝑃(𝑥), 

𝑑𝑒𝑔𝑁   𝑥 = 𝑑𝑒𝑔𝑁 𝑥 + 𝜇𝐴
𝑁 𝑥 . for all x ∈ V ;  

Thus 𝑑𝑒𝑔𝑃[x] = 𝑛1 + 𝑐1 , 𝑑𝑒𝑔𝑁(x) = 𝑛2 + 𝑐2  for 

all x ∈ V . Hence, G is a totally regular bipolar 

fuzzy graph. (b) ⇒ (a): suppose that G is a totally 

regular bipolar fuzzy graph, then 

𝑑𝑒𝑔𝑃[x] = 𝑘1, 𝑑𝑒𝑔𝑁[x] = 𝑘2  for all x ∈ V  

or 𝑑𝑒𝑔𝑃(𝑥) + 𝜇𝐴
𝑃  (𝑥) = 𝑘1, 𝑑𝑒𝑔𝑁   𝑥 + 𝜇𝐴

𝑁 𝑥 = 

𝑘2 for all x ∈ V 

or 𝑑𝑒𝑔𝑃(𝑥) + 𝑐1 = 𝑘1, 𝑑𝑒𝑔𝑁 𝑥 + 𝑐2 = 𝑘2 for all x 

∈ V 

or 𝑑𝑒𝑔𝑃(𝑥) = 𝑘1 − 𝑐1 , 𝑑𝑒𝑔𝑁 𝑥 = 𝑘2 − 𝑐2 for all 

x ∈ V . 

Thus, G is a regular bipolar fuzzy graph. Hence (a) 

and (b) are equivalent. The converse part is 

obvious. 

 

Proposition 2.10  

 If a bipolar fuzzy graph G is both regular 

and totally regular, then A = (𝜇𝐴
𝑃  , 𝜇𝐴

𝑁) is constant 

function. 

 

Proof:  

  Let G be a regular and totally regular 

bipolar fuzzy graph, then 𝑑𝑒𝑔𝑃(x) = 𝑛1, 𝑑𝑒𝑔𝑁(x) = 

𝑛2 for all x ∈ V, 𝑑𝑒𝑔𝑃[x] = 𝑘1, 𝑑𝑒𝑔𝑁[x] = 𝑘2  for 

all x ∈ V,  Now 𝑑𝑒𝑔𝑃[x] = 𝑘1, ⇔  𝑑𝑒𝑔𝑃(𝑥) + 

𝜇𝐴
𝑃  (𝑥) = 𝑘1, ⇔ 𝑛1 +  𝜇𝐴

𝑃  (𝑥) = 𝑘1, ⇔ 𝜇𝐴
𝑃  (𝑥) = 

𝑘1 − 𝑛1 for all x ∈ V,  Likewise, 𝜇𝐴
𝑁 𝑥 = 𝑘2 − 𝑛2 

for all x ∈ V, Hence A = (𝜇𝐴
𝑃  , 𝜇𝐴

𝑁)  is constant 

function.  

Remark The converse may not be true, in general. 

We state the following Theorem without its proof. 

 

Bipolar fuzzy line graphs 

Definition 3.1  

 Let P(S) = (S,T) be an intersection graph 

of a simple graph G* = (V, E). Let G = (𝐴1, 𝐵1) be 

a bipolar fuzzy graph of G*. We studied a bipolar 

fuzzy intersection graph  

P(G) = (𝐴2, 𝐵2) of P(S) as follows: 

(1) 𝐴2, 𝐵2 are bipolar fuzzy sets of  S and T, 

respectively, 

(2) 𝜇𝐴2
𝑃 (𝑆𝑖) = 𝜇𝐵1

𝑃 (𝑣𝑖) , 𝜇𝐴2
𝑁 (𝑆𝑖) = 𝜇𝐵1

𝑁 (𝑣𝑖) , 

(3) 𝜇𝐵2
𝑃 (𝑆𝑖 , 𝑆𝑗 ) = 𝜇𝐵1

𝑃 (𝑣𝑖 , 𝑣𝑗 ) , 𝜇𝐵2
𝑁 (𝑆𝑖 , 𝑆𝑗 ) = 

𝜇𝐵1
𝑁 (𝑣𝑖 , 𝑣𝑗 ), 

for all Si,Sj ∈ S, S,Si,Sj ∈ T. That is, any bipolar 

fuzzy graph of P(S) is called a bipolar fuzzy 

intersection graph. The following Proposition is 

obvious. 

 

Proposition 3.2 

 Let G = (𝐴1 , 𝐵1) be a bipolar fuzzy graph 

of G*, then 

• P(G) = (𝐴2, 𝐵2) is a bipolar fuzzy graph of P(S), 

• G ≃ P(G). 

This Proposition shows that any bipolar fuzzy 

graph is isomorphic to a bipolar fuzzy intersection 

graph.  

 

Definition 3.3  

 Let L(G*) = (Z,W) be a line graph of a 

simple graph G* = (V, E). 

 Let G = (𝐴1, 𝐵1) be a bipolar fuzzy graph of G*. 

We studied a bipolar fuzzy line graph  

L(G) = (𝐴2, 𝐵2) of G as follows, 

(1)  𝐴2 𝑎𝑛𝑑 𝐵2 are bipolar fuzzy sets of  Z and W, 

respectively, 

(2)  𝜇𝐴2
𝑃 (𝑆𝑥) = 𝜇𝐵1

𝑃 (𝑥) = 𝜇𝐵1
𝑃 (𝑢𝑥 , 𝑣𝑥) 

(3)  𝜇𝐴2
𝑁 (𝑆𝑥) = 𝜇𝐵1

𝑁 (𝑥) = 𝜇𝐵1
𝑁 (𝑢𝑥 , 𝑣𝑥) 

(4)  𝜇𝐵2
𝑃 (𝑆𝑥𝑆𝑦) = min (𝜇𝐵1

𝑃 (x),𝜇𝐵1
𝑃 (y)) 

(5)  𝜇𝐵2
𝑁 (𝑆𝑥𝑆𝑦) = max ( 𝜇𝐵1

𝑁 (x) , 𝜇𝐵1
𝑁 (y)), for all 

𝑆𝑥𝑆𝑦  ∈ Z, 𝑆𝑥 , 𝑆𝑦  ∈ W. 

 

Example 3.4  

 Consider a graph G* = (V , E) such that V 

= { v₁ , v2 , v3 ,v4 } and E = { x1 = v1 v2, x2 = v2 v3,  

x3 = v3 v4,  x4 = v4 v1 }. Let A1 be a bipolar fuzzy 

subset of V and let B1 be a bipolar fuzzy subset of  

E studied by  

 



 

      

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 5, Issue 3 March 2023,   pp: 911-916 www.ijaem.net    ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-0503911916          |Impact Factorvalue 6.18| ISO 9001: 2008 Certified Journal     Page 915 

 

 
 

By routine computations, it is easy to see that G is 

a bipolar fuzzy graph. 

Consider a line graph L (G*) = (z, w) such that Z = 

{ 𝑆𝑥1 , 𝑆𝑥2 , 𝑆𝑥3 , 𝑆𝑥4  } and W = { 𝑆𝑥1  𝑆𝑥2 , 𝑆𝑥2  𝑆𝑥3 ,  
𝑆𝑥3  𝑆𝑥4 ,  𝑆𝑥4  𝑆𝑥1  }  Let A2 = (𝜇𝐴2

𝑃  , 𝜇𝐴2
𝑁 ) and B2 = 

(𝜇𝐵2
𝑃  , 𝜇𝐵2

𝑁 ) be bipolar fuzzy sets of  Z and W , 

respectively. Then , by routine computations, we 

have  

𝜇𝐴2
𝑃 (𝑆𝑥1) = 0.1 , 𝜇𝐴2

𝑃 (𝑆𝑥2) = 0.2 , 𝜇𝐴2
𝑃 (𝑆𝑥3) = 0.1 , 

𝜇𝐴2
𝑃 (𝑆𝑥4) = 0.1 , 

  𝜇𝐴2
𝑁 (𝑆𝑥1) = -0.2 , 𝜇𝐴2

𝑁 (𝑆𝑥2) = -0.3 , 𝜇𝐴2
𝑁 (𝑆𝑥3) = -0.2 

, 𝜇𝐴2
𝑁 (𝑆𝑥4) = -0.2 , 

 𝜇𝐵2
𝑃 (𝑆𝑥1  𝑆𝑥2) = 0.1 , 𝜇𝐵2

𝑃 (𝑆𝑥2  𝑆𝑥3) = 0.1 , 

𝜇𝐵2
𝑃 (𝑆𝑥3  𝑆𝑥4) = 0.1 , 𝜇𝐵2

𝑃 (𝑆𝑥4  𝑆𝑥1) = 0.1 , 

𝜇𝐵2
𝑁 (𝑆𝑥1  𝑆𝑥2) = -0.2 , 𝜇𝐵2

𝑁 (𝑆𝑥2  𝑆𝑥3) = -0.2 , 

𝜇𝐵2
𝑁 (𝑆𝑥3  𝑆𝑥4) = -0.2 , 𝜇𝐵2

𝑁 (𝑆𝑥4  𝑆𝑥1) = -0.2 , 
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By routine computations, it is clear that L(G) is a 

bipolar fuzzy line graph. it is neither regular bipolar 

fuzzy line graph nor totally regular bipolar fuzzy 

line graph. 

 

Proposition 3.5  

 If L(G) is a bipolar fuzzy line graph of 

bipolar fuzzy graph G. Then L(G*) is the line 

graph of G*. 

 

Proof:  

 Since G = (𝐴1, 𝐵1) is a bipolar fuzzy graph 

and L(G) is a bipolar fuzzy line graph, 

𝜇𝐴1
𝑃 (𝑆𝑥) = 𝜇𝐵1

𝑃 (𝑥), 𝜇𝐴1
𝑁 (𝑆𝑥) = 𝜇𝐵1

𝑁 (𝑥) for all x ∈ 𝐸.  
And so 𝑆𝑥 ∈ 𝑍 ⇔ x ∈ E. also 𝜇𝐵2

𝑃 (𝑆𝑥𝑆𝑦) = min 

(𝜇𝐵1
𝑃 (x), 𝜇𝐵1

𝑃 (y)), 𝜇𝐵2
𝑁 (𝑆𝑥𝑆𝑦 ) = max (𝜇𝐵1

𝑁 (x), 𝜇𝐵1
𝑁 (y)) 

for all 𝑆𝑥𝑆𝑦  ∈ Z, and so W = { 𝑆𝑥𝑆𝑦  | 𝑆𝑥 ∩ 𝑆𝑦 ≠ ∅, 

x,y ∈ E, x≠ 𝑦}. 
This completes the proof. 

 

Proposition 3.6  

 L(G) is a bipolar fuzzy line graph of some 

bipolar fuzzy graph G if and only if  𝜇𝐵2
𝑃 (𝑆𝑥𝑆𝑦) = 

min ( 𝜇𝐴2
𝑃 (𝑆𝑥 ) , 𝜇𝐴2

𝑃 (𝑆𝑦 )) for all 𝑆𝑥𝑆𝑦 ∈ W,  

𝜇𝐵2
𝑁 (𝑆𝑥𝑆𝑦) = max ( 𝜇𝐴2

𝑁 (𝑆𝑥 ) , 𝜇𝐴2
𝑁 (𝑆𝑦 )) for all 𝑆𝑥𝑆𝑦  

∈ W 

 

Proof:  

 Assume that 𝜇𝐵2
𝑃 (𝑆𝑥𝑆𝑦 ) = min (𝜇𝐴2

𝑃 (𝑆𝑥 ), 

𝜇𝐴2
𝑃 (𝑆𝑦 )) for all 𝑆𝑥𝑆𝑦 ∈ W,  

We studied 𝜇𝐴1
𝑃 (𝑥) = 𝜇𝐴2

𝑃 (𝑆𝑥 ) for all 𝑥 ∈ E, Then  

 𝜇𝐵2
𝑃 (𝑆𝑥𝑆𝑦) = min ( 𝜇𝐴2

𝑃 (𝑆𝑥 ), 𝜇𝐴2
𝑃 (𝑆𝑦 )) = min 

(𝜇𝐴1
𝑃 (𝑥), 𝜇𝐴1

𝑃 (𝑦)), 
𝜇𝐵2

𝑁 (𝑆𝑥𝑆𝑦) = max ( 𝜇𝐴2
𝑁 (𝑆𝑥 ), 𝜇𝐴2

𝑁 (𝑆𝑦 )) = max 

(𝜇𝐴1
𝑁 (x), 𝜇𝐴1

𝑁 (y)). 

A bipolar fuzzy set A1= (μ
A1
P , μ

A1
N ) that yields that 

the property  

μ
B1
P (xy) ≤ min (μ

A1
P (x), μ

A1
P (y)) , 

μ
B1
N (xy) ≥ max (μ

A1
N (x), μ

A1
N (y)) 

will suffice. The converse part is obvious. 
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